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The unremarked optimum: whiteness, optimization, and
control in the database revolution
Nikki Stevens a, Anna Lauren Hoffmann b and Sarah Florini c

aSchool for the Future of Innovation in Society, Arizona State University, Tempe, U.S.A.; bInformation School,
University of Washington, Seattle, U.S.A.; cDepartment of English, Arizona State University, Tempe, U.S.A.

ABSTRACT
The 1970s saw major transformations in how computerized
databases were conceived, developed, and designed. Part of a
broader shift in how software applications were developed, these
transformations—sometimes referred to as “the database
revolution”—introduced new and then-novel approaches to
structuring and arranging digital data, optimizing them for
usability and convenience. At the same time, however, the
rhetoric of innovation and revolution surrounding this moment in
database development obscures the ways it helped concentrate
and extend particular kinds of racialized power and, in particular,
whiteness (i.e., those norms and values congenial to the
reproduction of white racial dominance and the subjugation of
blackness). In this article, we revisit key works of the database
revolution to show how they encoded whiteness as a kind of
unremarked optimum, in both implicit and explicit ways. Finally,
we argue that these developments helped to codify and extend a
kind of “willful ignorance” that, as scholars of epistemology and
justice have shown, is central to the preservation and
reproduction of whiteness.
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Introduction

The 1970s saw major transformations in how computerized databases were conceived,
developed, and designed. Part of a broader shift in how software applications were devel-
oped, these transformations—sometimes referred to as “the database revolution”—intro-
duced new and then-novel approaches to structuring and arranging digital data.
Importantly, these innovations helped separate database structures from physical
storage configurations, paving the way for more flexible and “natural” representations
of data. Now known as “the database approach” to software development, this shift opti-
mized databases for usability and convenience, freeing programmers and system admin-
istrators to think about data in terms of general representational models abstracted from
the particularities of storage or application.

At the same time, discourses of convenience and usability surrounding the database
revolution—as with the broader computing revolution1—masked the ways these devel-
opments helped concentrate and extend particular social, political, and economic
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arrangements, especially with regard to race and racialized power in the post-Civil Rights
era. In this article, we argue that database optimization—a key component of the data-
base revolution—is not distinct from, but continuous with, broader histories of racialized
control. In particular, we argue that database optimization efforts helped reproduce and
sustain white racial dominance, in part, by making it easier for dominant actors in gov-
ernment and business to both conceive of and organize the social world in ways that
served white interests.2 To that end, we show how some of the most prominent works
of the database revolution took up “whiteness” as a kind of unremarked optimum—
that is, as the prototype or ideal around which database optimization efforts were
(implicitly or explicitly) organized.

We begin by defining optimization as a kind of discursive marker where normative
social, political, or other commitments are encoded and expressed. We draw on work
in both African American and critical whiteness studies to situate optimization within
broader narratives of racialized control and exploitation. Whether present in the dehu-
manizing practices of the transatlantic slave trade or contemporary forms of racialized
surveillance, we show how whiteness functions as a kind of optimum around which
social, political, and economic worlds are organized. We then turn our attention to
the ways optimization, racialized control, and white racial dominance were reproduced
through three key works of the database revolution: Edgar F. Codd’s relational model,
Jean-Raymond Abrial’s data semantics, and Peter Pin-Shan Chen’s entity-relationship
diagrams. We show how each work helped entrench ways of thinking about and mana-
ging data separate from questions of social and political consequence. We argue that this
separation lends itself to what Charles W. Mills calls “white ignorance”—that is, a kind of
ignorance that normalizes and preserves systematic advantage for white racial subjects.3

In this way, the database revolution was hardly revolutionary. Rather, it was merely an
extension of longer-standing entanglements of optimization and racialized control that
—as the Introduction to this themed issue notes—are integral to the production and
maintenance of systems of racial capitalism.

Whiteness, optimization, and technologies of control

Most broadly, to optimize is to make the best, most favorable, or most effective use of
a thing—to render it optimal.4 Etymologically, it derives from the Latin optimus (best),
which itself is likely cognate with op- indicating power and ability. It is closely related
to words like optimism, opus, and opulent, each of which evokes a kind of control: of
goodness over the universe, of the elements of music and composition, or over
material resources. In computing and engineering contexts specifically, optimization
describes processes for “[obtain]ing the best results under given circumstances” and
“[finding] the conditions that give the maximum or minimum value” of a specific
task.5 Common examples include pathfinding algorithms (minimizing time to com-
pletion), energy management algorithms (maximizing energy efficiency), and file com-
pression algorithms (minimizing file size while maximizing quality), wherein algorithm
authors work to improve a system by minimizing or maximizing relative to some
value.

Taking both the broad and computational definitions together, we can define optim-
ization as an effort to control and manipulate the description, arrangement, and
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management of specified elements so they might (following Michel Foucault) be made to
function according to an optimum.6 In this way, optimization necessarily involves nor-
mative claims about what is “best,” “favorable,” or even “better”—it not only describes
a process (for rendering optimal) but also entails a claim (about that which is optimal,
or best). More than an empty or neutral container, optimization necessarily articulates
social, political, or other commitments as well as their ideal or maximal expression; as
a discursive matter, it is—as the Introduction to this themed issue has it—both world
reflecting and world building in ways that exceed the “merely 100 descriptive or
calculative.”

Accordingly, optimization represents a useful site for studying the historically bound
rules and assumptions that shape what people do in practice and how people understand
and represent those practices.7 Many of optimization’s most devastating normative
expressions are found within histories of European colonialism, the transatlantic slave
trade, and the systems of racial capitalism they instantiated. Extensive research on the
Middle Passage, for instance, lays bare the multiple ways that kidnapped Africans were
stripped of their culture, language, history, and humanity—a process that rendered
them, for white purposes, “black”—in order to be optimized for circulation within
systems of racial capitalism. The white conception of Africans as existing outside of
kinship systems, for example, helped underwrite the forcible separation of those held
captive with no regard for familial relations—partners, parents, and children were all sep-
arated.8 This was, as Hortense J. Spillers argues, essential for maximizing the profitability
of slavery because “if ‘kinship’ were possible, then property relations would be under-
mined, since the offspring would then ‘belong’ to a mother and a father.”9 Through
these and other processes, Africans were “culturally unmade”10 and optimized for
white social, political, and economic exploitation.

The preservation of white racial dominance often means so thoroughly optimizing
social, political, and economic life for white norms that—for whites, at least—the norma-
tivity of whiteness “is not even identified as such.”11 The power of whiteness issues, in
part, from the ways white people are able to remain ignorant of their own racialized iden-
tities—that is, in the “tendency,” as Barbara J. Flagg describes it, “of whites not to think
about whiteness, or about norms, behaviors, experiences, or perspectives that are white-
specific.”12 Relatedly, whiteness is partly produced and maintained through norms and
standards that mark off and make visible non-white “Others.”13 As Black intellectuals
have long argued, blackness—especially in the United States—serves as the primary
boundary object of whiteness, delineating what is included (and excluded) in American
ideals of whiteness.14 As George Yancy put it, “without Black people (without those about
whom whites can say, ‘I am not that’), what becomes of whiteness? Ontologically, it
appears to fall flat.”15 Put another way: for whiteness to function as the optimum
towards which progress, development, and history are oriented, the world must also
actively produce that which is “not-white.”

Contemporary entanglements of whiteness, blackness, and optimization are made
explicit in the work of Simone Browne and her concept of racializing surveillance.16

For Browne, racializing surveillance describes the ways technologies and practices of sur-
veillance “reify boundaries, borders, and bodies along racial lines,” reproducing ideals of
“European colonial expansion and transatlantic slavery that sought to structure social
relations and institutions in ways that privilege whiteness.”17 Among her sites of study
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are cargo holds of slave ships (which physically arranged bodies in ways that marked Afri-
cans as non- or sub-human cargo), New York City’s 19th-century lantern laws (which lit-
erally illuminated Black subjects so that they could be more readily identified and
observed by whites), and contemporary airport security and TSA screening practices
(which position certain features of Black travelers—and, in particular, Black women—
as “dangerous” and subject to heightened scrutiny). In a particularly revealing example,
Browne recounts the case of Hewlett-Packard’s MediaSmart webcam, which was designed
to automatically identify and focus on human subjects that appeared within the camera’s
frame. In its early commercial iterations, however, the camera’s software failed to recog-
nize and respond to people with dark skin tones, rendering the technology useless for a
significant number of Black users. By maximizing for light skin tones, the webcam’s
failure represented more than a mere design oversight. Rather, it revealed the ways white-
ness functions as a kind of optimum—that is, as a “prototype,”18 “index,”19 or “default
referent” 20—against which all other differences are “calculated and organized.”21

Though less spectacularly violent, Browne’s work shows how software designs are
often optimized in ways that are continuous with white norms and ideals that under-
wrote European colonial expansion and the horrors of transatlantic slavery. Moreover,
efforts to separate the two can obscure more than they reveal; for Browne and others,
confronting whiteness means—in part—confronting both the patently horrific and the
seemingly benevolent. We must, as Ruha Benjamin puts it, “[trace] links between the
… mundane and spectacular, desirable and deadly in a way that troubles easy distinc-
tions.”22 In the next section, we take up a critical reading of three influential works of
the so-called database revolution of the 1970s that “troubles easy distinctions” and, fol-
lowing the work of André Brock, thinks holistically about interactions between technol-
ogy, cultural ideology, and social practice.23 With these histories and commitments in
hand, we offer a counternarrative that resists triumphalist or other accounts that
would otherwise situate database optimization efforts apart from legacies racializing vio-
lence and “obscure the costs incurred by adopting technological solutions to social
problems.”24

Convenience, formalization, and representation: locating whiteness in
database optimization

In the late 1960s, computer programming reached a kind of crisis point. Unmanageable
workflows, clunky processes, and unreliable machines led consumers of computing tech-
nology such as the military and large corporations to question the sustainability of certain
computerized processes. Of particular concern were inflexible and difficult-to-use soft-
ware applications for controlling data—also known as database management systems.
Many technologists pinned the problems of database management systems on what
they viewed as software development’s more “artistic” and “fuzzy”—as opposed to
“rigid” and “scientific”—nature.25 In response to this crisis, researchers developed new
methods that transformed and simplified the ways data were organized, arranged, and
managed, optimizing databases for usability and more “natural” representations of data.

Collectively, these efforts helped establish what is known as “the database approach” to
software development that is foundational to database development and data modeling
today.26 Exemplified in works by noted computing researchers such as Edgar F. Codd,
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Jean-Raymond Abrial, and Peter Pin-Shan Chen, the database approach allowed pro-
grammers to think about data in terms of general representational models that could
be abstracted from the particularities of storage or application. However, these abstrac-
tions also enabled a way of thinking about data and databases that, following Tara
McPherson’s critical discussions of race and computing, “[separated] object from
context” and perpetuated modes of thinking and working congenial to white racial dom-
ination.27 By closely reading these works, tracking terms such as “efficient,” “productive,”
and “natural,” and attending to their figures and diagrams, we surface how they preserve
whiteness as a kind of unremarked optimum toward which database optimization pro-
jects were/are oriented.

Codd’s relational model and the reduction of friction

Today, the act of “storing” a file on our desktop or in a “folder” is a symbolic one. Early
data storage tasks, by contrast, were more literal—that is, programmers were required to
actively account for physical memory locations in their work, managing (for example, on
a strip of magnetic tape) the storage location of each item they wanted the computer to
remember between program runs or while powered down. Accordingly, the contents of a
computer’s memory had to be stored according to hierarchical, graph, or network struc-
tures designed to accommodate physical storage configurations. However, accounting for
physical storage in this way was a time consuming and difficult task, especially for large
datasets. Ultimately, this problem represented a point of friction in the development
process, slowing the work of programmers and forcing difficult choices about what
data were considered “worth” the work of storing.

In 1970, Edgar F. Codd—then a researcher at IBM—introduced “the relational model”
for databases, offering “a means of describing data with its natural structure only—that is,
without superimposing any additional structure for machine representation purposes.”28

Where earlier paradigms collapsed data’s logical and physical storage structures, Codd’s
model was innovative in that it separated them and gave programmers greater flexibility
in structuring and articulating relationships within a dataset. This move spawned a gen-
eration of thinking about how to make data models that better capture and mold reality
for storage within a database, and the relational model remains foundational for most
modern database systems.29

More than a technical innovation, however, Codd’s model discursively positioned data
as having a “natural” structure independent of the material or other conditions of its pro-
duction. Moreover, by severing data models from problems of storage and retrieval, Codd
asserted that “the convenience of the majority of users” was of “absolutely paramount
importance” and that data should not be forced to conform to a structure that is counter
to its uses so as to “burden the majority of… users with unnecessary complexity.”30 In
this way, the relational model not only asserted a fundamental separation between data
and their storage media, but also privileged usability over complexity—users “no longer
needed to know the physical storage mechanisms employed by a computer in order to
query databases.”31

Codd’s writing was agnostic about the kinds of data for which the relational model was
best suited. Nonetheless, by divorcing data from problems of storage with the goal of
creating generalizable database recommendations, the relational model subtly reinforced
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the notion of data as “natural” and corresponding to something prior to or separate from
the ways it is collected, labeled, organized, and stored. Such naturalistic conceptions of
data also separated them from the social, political, or economic contexts within which
they are produced, echoing in some ways the context-stripping horrors of the transatlan-
tic slave trade and subsequent racist projects such as eugenics, phrenology, and predictive
policing. Though not itself an expression of racist ideology or white supremacy, the rela-
tional model did not work against them. Instead, in Codd’s words, it “protect[ed] users”
and minimized the potential for material or other realities to “intrude” or cause fric-
tion32—ensuring that where whiteness is at work, it can proceed uninterrupted.

Abrial’s data semantics and the formalization of white heteronormativity

As relational database models gained traction, researchers also sought new ways to rep-
resent the world in languages formal enough for a computer to parse, but not so technical
as to be wholly inscrutable to users. This work specifically addressed challenges in doc-
umenting data processing tasks which, at the time, were often convoluted and required
significant technical or mathematical knowledge to understand (see Figure 1). What
computing researchers ultimately wanted was a straightforward but structured set of
semantic and syntactic rules for communicating about individual pieces of data and
their categories.33 Against this backdrop, Jean-Raymond Abrial published his Data
Semantics in 1974, advancing a set of symbols and text for explaining some subset of
information in order to achieve a set of application goals.34 Notably, Abrial’s approach
positioned data as foremost a problem of modeling real worlds as opposed to one of pro-
cessing data that had already been gathered. Echoing Codd’s relational model, he devel-
oped a formalism that separated data from their storage and, instead, defined them
according to four discrete categories: “elementary facts,” “simple rules,” “some more ela-
borated rules,” and “rules allowing one to deduce (or to compute) facts from others.”35

Figure 1. Early version of abstract notation for the relationships between tracked items in a database,
in this case a generic application for customer billing data (John W. Young Jr. and Henry K. Kent, “An
Abstract Formulation of Data Processing Problems,” in Preprints of Papers Presented at the 13th
National Meeting of the Association for Computing Machinery [New York: ACM, 1958], 3). All images
provided by the authors.

118 N. STEVENS ET AL.



In describing these categories, Abrial notably uses a person’s sex as an example of what
he calls a more elaborated rule, noting that a person “has exactly one sex” and that a
person’s sex “is not subject to any change.”36 He then uses marriage to further illustrate
how data objects can interact and be constrained. Ultimately, he combines these
examples—along with a person’s age—and uses them to illustrate several functions
that can be used to set (i.e., assign) and get (i.e., return) attributes of a given data
object (Figure 2). Using Abrial’s hypothetical, we could retrieve information about
John’s (apparently immutable) sex using the function sex(Person)—here the syntax sex
(John) would return “male.”37 He also uses this example to show how the system
could fail in response to certain kinds of commands, noting that when two individuals
are of the same sex, any attempt to update their marital status—that is, to join the
objects according to the “spouse” relationship—should issue a failure (see Figure 3).

The goal here is not to interrogate the anti-transgender or anti-gay formulations in
early data modeling texts, though doing so is an important task. Rather, we use
Abrial’s own examples to show how data modeling documents represent more than a
means to communicate the structures and expectations of a database—they also show
how background assumptions about the social world shape database designs. The
terms Abrial employed throughout his work center an archetypal example of whiteness:
the straight, cisgender, and married middle-class white man. In that sense, Abrial’s data

Figure 2. Jean-Raymond Abrial’s example for modeling attributes of people and connections between
them (Abrial, Data Semantics, 5).

Figure 3. Abrial’s semantic rules for a spouse updater (Abrial, Data Semantics, 18).
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semantics are representative of “larger [bodies of work] that traffic in the cultural con-
struction of gender binarism and heteronormativity and that willfully simplify racial for-
mations into manageable units.”38 At a more fundamental level, however, Abrial’s
discrete categories of information reproduced at the level of the database hierarchical
orderings that, as scholars of Native American and Indigenous knowledge practices
have shown, are not “natural” but, rather, are particular to white, European ideals of
knowledge organization.39 Instead of being resistant to the operation(s) of whiteness,
Abrial’s data semantics offer an approach that not only minimizes processing errors
and maximizes data fidelity, but also is congenial to consuming and managing data in
ways that conform to white, Eurocentric social norms and modes of knowledge
organization.

Chen’s entity-relationships and encoding representational power

Along with representations of data objects and their relationships, visualizing the inter-
actions between computing systems or subsystems has long been a challenge for computer
research. This problem became particularly acute as data storage needs matured through-
out the first half of the 20th century and organizations required formalized best practices
for diagramming data structures. In 1977, Peter Pin-Shan Chen introduced the entity-
relationship diagram (ERD) as a new way to visualize data models. As with Codd’s rela-
tional model, Chen’s diagram sought separation between the data model and physical
storage concerns by instead organizing data around their “natural” structures.

Importantly, ERDs required programmers and administrators to explicitly articulate
these “natural” structures in a series of “real world” entities and relationships, or “associ-
ations between entities”—what Chen called “a more natural view.”40 Ultimately, this gave
programmers and administrators tremendous autonomy in developing enterprise
schemas that Chen described as “a ‘pure’ representation of the real world… independent
of storage and efficiency considerations.”41 Here, Chen’s use of words such as “pure” and
“natural” position data, and perhaps even the world, as having a pure or ontologically
“true” form. ERDs, then, are positioned as a set of tools to get at these direct represen-
tations, helping programmers and administrators turn “conceptual objects in [their]
minds” into “representations of conceptual objects” in the system.42 Where Codd separ-
ated data’s logical and physical structures, Chen gave it visual expression (see Figure 4).

Despite his claim that ERD schemas offer a “pure” representation of data, Chen con-
cedes that decisions about how “real world” entities or relationships are defined are none-
theless subject to practical constraints. As Chen argues, the system administrator “should
define what are entities and what are relationships so that the distinction is suitable for
[their] environment.”43 Here, Chen subtly introduces and grants to administrators the
power to convert their situated needs and subjective evaluations into “real world” entities
and relationships, empowering programmers to transform the world into discrete boxes
connected by lines, neatly converting their subjective evaluations into objective, ration-
alized schema. In doing so, Chen codifies administrators’ power to represent—that is, the
power to decide what gets promoted to an entity, what is relegated to connective tissue,
and what gets left out altogether. Further, Chen’s account also routes the task of represen-
tation back through the technical demands of the database itself (“suitable for [their]
environment”), limiting representational possibilities by subjecting them to a kind of

120 N. STEVENS ET AL.



computational rationality that is actively hostile toward other ways of thinking or
knowing.

“A more natural view”: optimizing for whiteness in database design

In many ways, the works of Codd, Abrial, and Chen are paradigmatic of what McPherson
calls computing’s “lenticular approach to the world”—that is, “an approach which separ-
ates object from context, cause from effect.”44 As Chris Gilliard notes of discriminatory
algorithms today, when such separations render racism at the level of computer code,
“certain users can feel innocent and not complicit in it.”45 They ultimately conceal the
structuring role of race while simultaneously encoding and automating configurations
of the world predicated on racial structures. Against this separation, we note that—
like many of the foundational elements of contemporary computing—the “database
revolution” emerged alongside the broader social and political upheavals of the post-
Civil Rights era.46 To this end, it is worth pointing out that the database revolution
was concurrent with the emergence of “colorblindness” as a predominant racial discourse
in the United States—a discourse that, as McPherson notes, suffuses modes of knowledge
organization that are foundational to modern computing.47 Importantly, colorblindness
valorizes the idea of “not seeing race,” thereby conflating the achievement of equality
with the erasure of difference. While colorblindness does little to ameliorate racial
inequalities, it greatly diminishes the discursive space for naming and challenging
racism and helps further obscure white norms and interests.48

As with colorblind discourses, database technologies conceal the role of race in struc-
turing our social world in various ways. Just as colorblindness discursively obscures racial

Figure 4. An entity-relationship diagram showing linkages between employees, departments, pro-
jects, parts, suppliers, and components (Chen, “The Entity—Relationship Model—toward a Unified
View of Data,” 19).
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oppression, the database approach to software development abstracts data and assigns it
new meaning in ways that reproduce or extend whiteness as prototypical—that is, as a
kind of unremarked optimum towards which social, political, and even technical pro-
cesses are oriented. Consider, for instance, the seemingly innocuous commitment to
the reduction of friction afforded by the separation of data’s logical and physical struc-
tures, as exemplified by Codd. Notably, the commitment to reducing friction is not a
general one. Rather, he specifically orients it toward “the majority of users”—that is,
those institutions and people already defined as users and already positioned to leverage
data for social, political, or financial gain. For example, among the primary consumers of
advanced computational and data technologies were military, intelligence, and other
state institutions that, in the United States, have largely been synonymous with projects
of racialized surveillance, sorting, and tracking in the United States and abroad. Domes-
tically, computerized databases developed by IBM and others were central to expansions
and intensifications of policing in Black communities by state and federal agencies,
especially from the 1960s onwards.49 Abroad, ColdWar anxieties fueled the development
of data projects centered on controlling specific populations and manipulating foreign
affairs—as with automated riot prediction and “pacification programs” in Vietnam
and the Defense Department’s Crisis Early Warning and Monitoring System.50 By privi-
leging the seemingly universal good of “usability,” the relational model seamlessly lent
itself to the furthering of white American interests, U.S. state power, and a broader tech-
nological project that Gilliard refers to as “friction-free racism.”51

Less subtly, Abrial’s data semantics show us how the formalization of categories and
links within data structures can—at the level of the database itself—explicitly encode
relationships congenial to white social and political norms. For Abrial, semantic
definitions of objects and relationships in data mapped seamlessly onto a white (and het-
eronormative) social landscape, lending itself to the reproduction of whiteness at a foun-
dational level by formalizing categories of information that facilitated capturing and
encoding white social norms and expectations. More than a mere reflection of Abrial’s
social position, this move discursively positioned whiteness as the optimum against
which all subsequent data inputs would be defined and organized. In this way, Abrial’s
data semantics supported the reproduction of whiteness by specifying and encoding
baseline expectations and relationships that were continuous with white normativity.52

Recalling Browne’s discussion of racializing surveillance, such a baseline expectation
shapes “how things get ordered racially” and, moreover, generates the potential for
violent and discriminatory outcomes for those “negatively racialized by such
surveillance.”53

Similarly, Chen’s ERDs show us how the power to represent oneself and others—a
power long wielded by whites to mark and arrange others according to their interests
—is not merely incidental, but central, to the work of database optimization. Chen’s
system makes this power explicit and codifies it in ways that support, rather than
resist, existing power structures. By specifying and delegating representational power
to system administrators without reference to the people, things, or social worlds
being represented, the diagramming process grants administrators a far-reaching
power to convert their situated and subjective evaluations of the world into “pure” or
objective schema. In this way, Chen’s administrators are representative of what
Wendy Hui Kyong Chun calls the “sovereign programmer,” who magically converts
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the world to things.54 Importantly for Chen, however, the problem of abstraction and
representation is ultimately not political or epistemological, but practical. He notes else-
where that

it is impossible (and, perhaps, unnecessary) to record every potentially available piece of
information about entities and relationships. From now on, we shall consider only the enti-
ties and relationships (and the information concerning them) which are to enter into the
design of a database.55

Here, Chen responds to the impossibility of exhaustive description not by directing us
back to the entities and relationships being represented, but by routing the task
through the technical demands of the database itself. As David Golumbia has argued,
this kind of computational rationalism entails “the application of the rules of formal
logic… to symbols whose meaning is, in an important sense, irrelevant to the question
of whether our reasoning is valid.”56 Conceptually, then, Chen’s move to subordinate
representations to the technical demands of the database is hardly innocuous, as it side-
steps questions of social or political consequence.

While these three features evoke whiteness in specific ways, they also collectively work
to perpetuate what has elsewhere been called the “willful ignorance” of whiteness57—that
is, a kind of ignorance predicated on the persistent and systematic exclusion of infor-
mation, ideas, or perspectives that might challenge whiteness’s claims on the world. As
Sara Ahmed notes, whiteness is contingent on the arrangement of objects (including,
but not limited to, not-white bodies and people) in ways that are optimal for its function-
ing, reproduction, and dominance.58 As critical discussions of whiteness show, the willful
ignorance of whiteness hinges on, among other things, careful arrangements of objects so
as to insulate whiteness from critique, only making race visible when it works to mark off
and objectify non-white “Others.” As Mills puts it, whiteness inheres “in a white refusal
to recognize the long history of structural discrimination that has left whites with the
differential resources they have today, and all of its consequent advantages in negotiating
opportunity structures.”59

Importantly, however, the willful ignorance of whiteness is not simply volitional—that
is, it is not reducible to a conscious dismissal or active refusal. Rather, as Erinn Gilson
notes, white ignorance is a kind of ready-made disavowal.60 This disavowal is grounded
in the systematic exclusion of certain considerations or knowledges, as when standar-
dized curricula teach a white-friendly version of history that omits the voices, struggles,
and perspectives of the racially oppressed. Systematically excluding particular kinds of
inputs from one’s knowing allows us to commit to their rejection without ever having
to actually consider whether or not they are valid or otherwise meaningful.61 Similarly,
by conceptualizing data as “natural” and representations of the world as “pure” and sep-
arate from the conditions of their production, database optimization efforts systemati-
cally preempt questions of social or political consequence. By framing problems of
data as solely technical or practical matters, these works position as irrelevant or
beside the point oppressive and violent realities that might be inconvenient, disadvanta-
geous, or uncomfortable. Further, by placing questions or knowledges that might be dis-
advantageous or inconvenient beyond or out of reach of the system, they insulate systems
from certain kinds of critique. In this way, the database revolution exhibits what Chun
calls “the blind belief in and desire for invulnerability” that marks much technological
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development—a “belief and desire [that blinds] us to the ways in which we too are impli-
cated, to the ways in which technology increasingly seems to leave no outsides.”62

Conclusion: whiteness as/and optimization

In 1981, Codd received the Association of Computing Machinery’s A. M. Turing Award,
sometimes called the “Nobel Prize of Computing.” In the accompanying lecture, Codd
measured his success in terms of not only the conveniences and productivity gains
afforded by his relational model, but also its reliability—it, importantly, helped keep
“programs viable in the face of [corporate or technical] changes.”63 For Codd, the rela-
tional model had clearly demonstrated its value in practice; its utility and value had, he
argued, “been proven by the test and production installations… already in operation.”64

Absent from Codd’s speech, of course, was any reference to any of the specific kinds of
programs or projects his work helped to “keep viable.” Instead, Codd’s remarks main-
tained a kind of conceptual distance between data technologies and their applications
and uses.

Codd’s speech is typical of the database revolution and its broader discursive and ideo-
logical separation between digital data and the material conditions of their storage—a
separation that, importantly, also freed up data to be represented in more flexible and
“natural” ways. But the severing of data from their container was hardly inconsequential.
Instead, it helped entrench ever more abstract and naturalistic ideals of data as “objective
and independent unit[s] of knowledge”65 distinct from their social and political context.
In particular, by naturalizing data and arranging, describing, and visualizing them in
ways that made their use more frictionless and convenient, database optimization
efforts helped make database systems more usable for powerful institutional actors domi-
nated by white political and economic interests, In that way, the database revolution was
hardly a revolution at all—rather, it only served to extend and make more efficient tools
that have long been particularly well suited to the project of constructing, fixing, and poli-
cing blackness—the very boundary object that marks off and preserves whiteness in the
first place. More perniciously, the data revolution helped to further perpetuate the idea
that one could simply work and innovate technically or in the abstract, outside of or
apart from questions of use or application. As an epistemic consequence, these inno-
vations contributed more broadly to the cultivation of a willful ignorance that encodes
whiteness as a kind of optimum while simultaneously insulating systems from scrutiny.

To be sure, some might object that our analysis overreaches and that it is, indeed,
possible to optimize for other norms or ideals. To that charge, we say, “sure.” But this
objection slightly misses the point. Rather than claiming that optimization could never
—in some other place, in some other time—be a good thing, we have tried to show
that optimization—in this place, in this time—is not extricable from broader logics of
whiteness and the realities of racial subjugation. Again, to return to Browne, it is not
that optimization—as she notes of surveillance—is a static or fixed set of practices, but
rather that it tends to reproduce conditions and strategies that maintain and prioritize
(aka, maximize) white values and interests, regardless of its instantiation. Consequently,
we question the possibilities for deploying optimization as a liberating or progressive
force in technological contexts—and in the context of database optimization in
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particular. Such a possibility would require a radical shift in the background conditions
against which we deploy and make sense of “optimization” in the first place.
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